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1 Introduction
In this paper, we will explore the relationship between two significant mathematical models in
theoretical physics: the nonlinear Schrodinger equation and the Korteweg-de Vries equation, framed
within the context of the Madelung’s fluid dynamics [14]. Under suitable physical hypothesis for
the current velocity, this correspondence allows us to find vary envelope soliton solutions.

Our investigation includes analyzing cases where the current velocity is constant, as well as
scenarios where perturbations introduce more complex. Notably, we extend our analysis beyond the
conventional cubic nonlinear Schrédinger equation to encompass the cubic and quintic nonlinear
Schrodinger equation, which supports the same types of soliton solutions under similar conditions.
This broader perspective enables us to showcase the emergence of both bright and dark/gray enve-
lope solitons linked to various families of the Korteweg-de Vries equation. These solutions highlight
the dynamic range of wave structures possible within this theoretical framework, contributing to a
deeper understanding of soliton behavior in nonlinear systems.

Furthermore, we provide a method for approaching solutions to the nonlinear Schrodinger
equations by leveraging the soliton solutions of the associated Korteweg-de Vries equations [6, 7].
This method has offered deeper insights and underscores the utility of fluid-based language for in-
terpreting complex wave phenomena. This approach is not only enriches the theoretical landscape
of soliton research but also allows for a fluid-based interpretation of quantum phenomena, bridging
classical and quantum mechanical descriptions. In summary, this paper purposes a novel method
in solving the nonlinear Schrodinger equation starting from the Korteweg-de Vries equation give
new insights and represents an alternative key of reading of the dark/gray envelope solitons based
on the fluid language. For each derived solution, we will include corresponding graphs to aid in
visualization and to demonstrate how various parameters influence the behavior of the solution.
These visual aids will not only enhance understanding but also serve as a tool for validating the
solutions under different conditions.

2 Background
2.1 Schrodinger Equation

The time-dependent Schrédinger equation is a fundamental partial differential equation in
quantum mechanics that governs the evolution of the wave function W(z,t) for a non-relativistic
quantum-mechanical system. Mathematically, it is expressed as:

ih%qf{x,t) = HV(z,t) = |————=— + V()| U(z,1).
This is a standard linear Schrodinger equation in one dimension. It was published in 1926 by Er-
win Schrodinger [17] and it contributed significantly to the development of quantum mechanics.
However, its wave function W(x,t) was not easily visualizable in classical terms, leading to various
interpretations of quantum mechanics. In the nonlinear case, we introduce a new term, namely U,
which is a functional of |¥(x, t)|?, to replace the potential V (x,t). The term U(|¥(x,t)|?) represents
a nonlinear potential that depends on the intensity of the wave function.

In a general framework, this wave function is viewed as a vector ¥ in a separable complex Hilbert
space H and is postulated to be normalized under the Hilbert space’s inner product (¥, ¥) = 1.
This inner product is crucial in interpreting quantum mechanics, as it defines the probabilities asso-
ciated with various measurable outcomes. Moreover, the wave solutions describe quantum objects
as having dual particle-wave nature. The shape of ¥ is dictated by the potential term, which can



lead to bound states (localized solutions), scattering states (extended solutions), or other complex
behaviors depending on the potential.

2.2 Korteweg—de Vries Equation

The Korteweg-de Vries equation primarily models weakly nonlinear, long waves in systems
where both nonlinearity and dispersion are significant. Also, it describes surface waves of long
wavelength and small amplitude on shallow water. The standard one-dimensional Korteweg—De
Vries equation is given by:

el ® sy
ot Mo T et T

It was first introduced by Joseph Valentin Boussinesq in 1877 and rediscovered by Diederik Ko-
rteweg and Gustav de Vries in 1895 [13], who found the simplest solution, the one-soliton solution.
Moreover, it was first derived in the context of shallow water waves but has since been applied to
many physical systems, including plasma physics and elastic media. We will present a more detailed
discussion of this equation in the Madelung’s fluid framework as we delve into the problem.

2.3 Shared Characteristics Between Two Equations

The Schrodinger equation and the Korteweg—de Vries equation are two fundamental equations
in physics, describing different types of systems. However, there are several interesting connections
between them, particularly in the context of nonlinear wave theory and integrable systems. For
example, they both belong to the family of integrable systems, meaning they exhibit special math-
ematical properties such as: almost conservation laws [3, 19], the ability to obtain soliton solutions,
and exact solvability. With respect to the latter, the inverse scattering transform, originally devel-
oped for the Korteweg—de Vries equation [12], was later extended to solve the nonlinear Schrodinger
equation [15]; highlighting deep structural similarities between these equations. In this paper, we
will show how these two equations connect or relate to each other in the specific context - solitary
wave solutions.

3 History and Motivation

In the fall of 1926, Erwin Madelung, a German physicist, reformulated Schrodinger’s quantum
equation into a more classical and intuitive form, introducing what is now known as the hydro-
dynamic formulation of quantum mechanics or often referred to as Madelung’s fluid [14]. This
approach, introduced just months after Schrodinger’s original publication, revises the Schrodinger
equation which describes the behavior of quantum systems into a set of fluid-like equations. In this
framework, the fluid density corresponds to the probability of finding a particle at a given position,
while the fluid’s velocity field is related to the gradient of the quantum phase.

Madelung’s insight came from recognizing that the phase of the wave function could be con-
nected to classical action, while the amplitude naturally describes a probability density, which
he then interpreted as a fluid density. By expressing the wave function in polar form, he could
make these connections explicit, leading to a fluid-like interpretation of quantum mechanics, where
quantum effects appear as corrections to classical fluid equations.

3.1 Linear Schrodinger Equation in Madelung’s Framework
Consider the modified linear Schrédinger equation (LSE) [21] in one dimension as follows:

mﬁxp( t)= HU(z,t) = —h—28—2+ Vi, t)| U(x,t) (1)
or Y T I = T g T )

where:



U(z,t): the wave function.

i: imaginary number i = v/—1.

h: Planck constant [energy time] = [mass length? time™].

H: Hamiltonian operator, which represents the total energy of the system included kinetic
and potential energies.

m: the mass of particle [mass].

V(z,t): the potential of surrounding environment in which the particle exists [length? time™2].

Notice that the difference between this LSE and the standard LSE as mentioned above is the phase
V' is attached with the mass m.

3.2 Madelung’s Fluid
Before Madelung applied his transformation, the equation for the wave function W(x, t) typically
remained as its own Schrodinger equation. Madelung sought to bridge the gap between quantum
mechanics and classical mechanics by providing a more intuitive interpretation - it is called the
first statistical description of quantum mechanics. Since there is an imaginary part in the partial
differential equation (PDE), Madelung represented the complex wave function ¥ in its polar form

[16] corresponding to (1): .
¥ot) = Vo e { 20, 2)

where:
- S(xz,t) is the phase and velocity potential [length® time™!] and is defined as:

v(z,t) = %%S(z,t), (3)

such that v(z,t): hydrodynamic velocity [length time™!].

- p(z,t) is the probability density function of the fluid:

e F = el {COS (S(f{ t))r + plx,t) [Sin <S<~”}C_L> t))r

— p(a, 1) ({cos (@)r + {Sin (S(;;’ t) ]2>

= p(z, 1)
= p(:l?,t) = |\I’(l‘,t)|2, (4)

and such that

/ O, ) do = 1.

o0

Notice that for simplicity, ¥ is considered dimensionless, while p has units of [length™!].

The complete wave function W(z,t) is a complex-valued function where the phase S(x,t) de-
termines the oscillatory nature of the wave with \/p(x,t) insights the amplitude of the wave and is
associated with the probability density p(x,t) of finding a particle at position x and at time ¢.



For the convenience and simplicity of derivations and equations, the following notations will
be interchanged:

0
%‘f - axfa
and o 5 /5

Madelung substituted (2) into (1). In order to do this, he first computed 0,¥(z,t), and
OV (2, 1):

0,0 (2, 1) — L\/ﬁ&gp(m, 0+ %\/p(a:, 50,5z, t)] oxp { 15 (2’ ) } , (5)
B iS(xz,t) ] | i 1
0 V(x,t) = exp{ - } [ﬁ ( p(xjt)azp(x,t)ﬁzS(x,t) + \/p(x,t)é?mS(x,t))

e R oA <axs<x,t>>2] . ©)

From (5) and (6), with some arrangements, (1) changes to:

[2\/78“0 x,t) + 21fn (ﬁ@xp(x,t)ﬁwS(x,t) + \/p(a:,t)ﬁmS(x,t)>
L[ Bwplat)  (ep(e, )
—v/p(x,1)0:S(x, 1) 2m <2 ) - 4(p(x,t))3/2>

—% p(x,1)(0,S(x,t))* + mV (1) p(x,t)] exp {18(2,15)} =0. (7)
Since exp @ # 0, all terms in the squared brackets of (7) have to be equal to 0, he

decomposed them into two equations by separating the real and imaginary parts. For the imaginary
part, we have:

h

1
m {&P(Jc, t) + E (3xp(:l:, t)@wS(x, t) + p(x7 t)amcS(CL’, t)) = 0. (8)

h
Since 2—) # 0, and converts all S(z,t) terms to v(zx,t) by (3), we obtain:

plz,t

Op(x,t) + (Opp(z, t)v(z,t) + p(z,t)0,v(x,t)) =0
= Op(x,t) + Ou[p(z, t)v(x,t)] = 0. (9)

The imaginary part of (7) now becomes (9), it is a continuity equation for the Madelung fluid density.

For the real part, we have:

—/plx,t) [@S(x,t) - ;—m (550302((3; ?) B i(a;gxg)t))g)/g) +mV(z,t) + %(GJ;S(x,t))Q =0. (10)




Since we are only interested in a non-trivial solution, implies that \/p(z,t) # 0. With some
arrangements and apply the spatial derivative, (10) becomes:

1 > R (Owap(z,t)  (Dup(a,t))?
0, GtS(x,t)jL%(@xS(x,t))} 9, [2m< el 40l t)):s)—mV(x,t)}. (11)

On the LHS of (11), we compute:
1
Ow(z,t) = Eath(x,t).
Since v(z,t) is smooth, S(z,t) is also smooth, by Schwarz’s Theorem:
OeS(x,t) = 0y S(x,t) = moyv(x, t).
Apply (3) on the LHS of (11), we get:

OptS(z, 1) + %@U(@S(L t))? = mow(x,t) + ﬁ@x[mQ(v(x, )%

= mow(x,t) + mu(z,t)0v(z,t)
=m0, + v(x,t)0,]v(z, t).

On the RHS of (11), we compute:

1 @mp X t) 1 (@wp(xa t>)2
Oan v/ P(,1) D@0 4 (p(w, 1)
1

/
C 10up(x,t)  1(0pp(w,1))?
————0pV/ p(, 1) =5 (1) 1 (p(z,2))% (12)

- 7D

Thus,

h? Opzp(x,t)  (Oppla,t))? - o f) = h_2 1 . . .
5ty e 0| %V““‘ﬂm@< M%ﬂ%xp(ﬁ> e

In conclusion, spatial derivative of (11) is

h28<
2m? =\ \/p(x, )

This equation represents the time-dependent Bernoulli equation for a barotropic flow, which can be
interpreted as a hydrodynamic Hamilton-Jacobi equation derived from the real part of (1) with:

[0 + v(x, )0, ]v(x, t) =

0w/ P( xt) 0.V (x,t). (13)

0 1 0?
2 9. 2 p(xa t) )
2m?2 oz \ /p(z, 1) ox
is usually called Bohm potential [2] in the literature which introduces quantum effects. Notice that
as h — 0, the quantum potential term vanishes and the modified Hamilton-Jacobi equation reduces

to the classical Hamilton-Jacobi equation, causing the system to behave like a classical particle.
The unmodified Hamilton-Jacobi equation in this context is as follows:

0,S(z,t) + %(QES(JEJ))2 + V(z,t) =0,

as derived above (for more details on derivation and connection, please refer to [10]). The action
function S(x,t) plays a dual role in classical and quantum mechanics:
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- In quantum mechanics, it is the phase of the wave function.

- In classical mechanics, it corresponds to the action, which determines the particle’s trajectory
through the principle of least action.

In summary, (9) and (13) together form a system:
9 pla.1) + Al ol 1) = 0.
h* 0

{% + v(:c,t)é%l v, t) =5 5o ( /—p(lxj) a@; Y P(x,t)> - (.%V(x,t).

It is called Madelung’s fluid, and each equation in the system describes different characteristics of
a quantum fluid, as mentioned in the introduction of Sec. 3. The system is formally analogous to
classical fluid dynamics but with a quantum correction.

4 Preliminary

4.1 Nonlinear Schroodinger Equation

Now consider the following nonlinear Schréodinger equation (NLSE):

0 h? o2
iha\lf(x,t) = |———== +mU(|¥(z,t)]>) | U(z,1), (14)
x
where U is function of |U(xz,t)|?. If U(|¥(z,t)]?) oc |¥(x,t)]* [21], this becomes the well-known
completely integrable NLS [1, 9, 20]. This equation is used to describe many physical systems,
including wave propagation in optical fibersand Bose-Einstein condensates. Moreover, when the
potential is given by:
U8 (2, t)]*) = a0l ¥ (2, )% + | ¥ (2, )7,

where qg, ¢, are constants, and [ is a parameter that controls the type of nonlinearity. For § = 1,
the equation corresponds to cubic and quintic nonlinearity. This form of nonlinearity can arise in
certain physical systems, such as nonlinear opticsand plasma physics, where higher-order effects
need to be considered in addition to the standard cubic nonlinearity.

4.2 From NLSE to Generalized KAdVE
Although in the NLSE, V(z, t) is replaced by the nonlinear term U (|W(z, t)|?), the set of coupled
fluid dynamics equations, according to (14), are derived like the linear case in Sec. 3.2:

2 (x,t) + 3[,o(gv,t)v(x,t)] =0, (15)
h 0

ox
{% +v(x,t)é%} v(e,t) = 5 5o (@;}32 \/p(as,t)> - %U(I\P(x,t)IQ)- (16)

From the Madelung’s fluid (15) and (16), we can derive an evolution equation for the density
p(x,t) with an arbitrary velocity function v(z,t) [6]. For simplicity in deriving equations, all func-
tions will simplify to the function name (i.e. f(z,t) = f).

First, by multiplying v with (15):
vOp + V0, [pv] =0
= 00ip + V?Opp + prOpv = 0
= pv0yv = —v0p — V20up.



Then, by multiplying p with the LHS of (16) and combine with the above computation:

p(0 + 00, )v = pOyv + pvOv
= pOw — vOyp — V20,p. (17)

On the other hand, we will integrate (16) with respect to = to obtain:

h? 1

= /8,51) d$+1?)2_ hz L :m:\/_ U+Co()
2 \/_
o1 9 d
2m2\/_ mg\/_ / tU IL'——U —U+Co()
L Vp = —2/8vda:—v —2U + 2¢y(t). (18)
mz\/— a:x t 0

Now multiplying the result above by d,p. Note that d,p = 9,(\/p)* = 2/p0x+/p, We have:

h2
— (m2 7 m\/_> P = 28xp/8tv dx — v20,p — 2UDpp + 2¢o(t)Dup
2h?
= — m—axpl/Qam,ol/Q = —28xp/8tv dx — v20,p — 2U,p + 2¢0(t)0,p. (19)
Notice that:
1 _
Oup'!® = 5p™0up
2 1y |-y 2
= amcp = ip axxp - 4_1,0 (axp)
12 L _ip 3 30 3 5/ 3
= Opgap’’” = ip Opaap — le O pOrep + gp (a&?p> .

And

1 _ 1 1 _
0up 200 = S 20up <§P V20pp— o 3/2<axp>2)

= = ar ax:p ——p? am 5
1P OuPOop — P~ (up)

1 _
= 0upOsap = 4p0up"*0rap'* + S p(0:p)”

Thus, we can derive:

Drup'? 1
ax (pl—p/2) = ;(p1/2am:xpl/2 - ampl/Qazxpl/2>
111 3 _ 3 _
111 1/2 1/2 3 3,3 o 3 1/2 1/2
= ; §aa:xmp - 3axp a:ca:p - gp (axp) + gp (amp> - aa:p axzp
1 1(9 p — 40,p20,.p" (20)
p 2 Xrrxr x T



Now multiplying (16) by p. On the LHS, applying (17); and on the RHS, applying (20), we obtain:

o L0 RO WD 8 D

Par” ~ "ot TV 0" T w2 o3’ T mzod” 0a? pf)_xU' (21)
Combining (19) and (21), we get:

9] 0 9, 9, 0 0 0 5 0 n* o3 0
I B v e e Ul T r e vl
\

0 0 0
—p(x,t)gv(x,t) —i—v(:c,t)ap(a: t)+2 [ /8 v(z,t) } . p(x,t)

0 0 ?

= | Pz, )7 U(W (2, ) + 2U (10 (2, ) ) 5 p(x, 1) +_8 gp(x,t) = 0. (22)

Equation (22) will be used to establish the connection between NSLE (13) and a wide class of
Korteweg-de Vries equation (KAVE) for the density p. This connection will be demonstrated by
exploring two following special cases: (i) v(x,t) = vy, an arbitrary constant; and (ii) v(x,t) = v(§),
where £ = = — ugt is the combined variable with wug is an arbitrary real constant. Each case
highlighting how different physical regimes can be captured within the framework of the KAVE for
the density, thereby illustrating the versatility of this formalism.

5 Motion With Constant Current Velocity
5.1 Stationary Madelung’s Fluid

As mentioned above, we will consider the first case where the current velocity is an arbitrary

non-zero constant:
v(x,t) = vp. (23)

Since the velocity v is fixed in time ¢, consequently, we will assume cy(t) = ¢, a constant. Moreover,
the Madelung fluid density equation (15) transforms into:

0 0
atp(x t) + Vo p(z,t) =0. (24)

This is a linear advection equation. Thus the solution p is:
p(2,) = p(7) = plx — vot), (25)

where 7 = x — vot, a combined variable.

Moreover, from the assumption (23) and the change of variables of (25), (18) implies:

e d? 2 1/2 1/2 1/2
_Wﬁp/ Uop/ —2U p"? + 2cop"/
= 0 2P = (20— )
R, 1/2 1/2
I T 2



where,
2

E=c— % = constant, (27)

represents the total energy of the system. Since E' is a constant, this implies that the system is in
a stationary state. Also notice that from the physical assumption (23), the anti-derivative of (3)
with respect to x is:
1
vg = —0,5(x, t)
m
= 0,5(x,t) = muy. (28)

Recall that from (10), since we work in the NLSE, we replace the linear term V' with the nonlinear
term U. Next, simplifying the equation with (12) and changing the parameter of the derivative
term of p into &, we obtain:

2 2

2m \2p'/2  4p3/2 2m
h2
= —pt?9,8 — —p1/2(8 S)? 4 2—0xmp1/2 —mUp'/? =0
m
h2
= —p'?0,5 — 5 p2(9,85)? =5 02 + mUp'/?

1 1 h?
o _ —,01/288 1/2(8 S) - mp1/2+Up1/2
m 2m?2 2m

1 1 h*  d?

o EPI/QC%S _ wﬂl/Q(axS)Z _ﬁﬁplﬂ +UpM?
1 1/2 1/2”3 1/2
= =P S —p E:Ep
= _ lpl/QatS — Copl/Q
m
= 0;S = —mcy. (29)

Therefore, from (28) and (29), we can conclude that
S(z,t) = mvgr — meot + ¢4,

where ¢; is an arbitrary constant. Specifically, S(x,t) governs the phase evolution of the wave
function and is a key part of the Wentzel-Kramers-Brillouin (WKB) [8] or eikonal approximation
[18] used in semi-classical or classical limits of quantum mechanics. As a result, we get:

= Cv/p(x — vot) exp{i(kx — wt)}.

Vom com
where C' = exp{ic; }, k = e represents the wavevector and w = OT is the angular frequency.

However, we can absorb the constant C' into y/p(x — vot) because ¥ represents the state at time t,
it must be normalized:

/\‘I’(m,t)|2 d:cz/( p(:c—’uot)>2 d:c:/p(x—vot) dr = 1.

Thus p(z — vot) must, in fact, be a normalized function. Implies that:

U(z,t) =/ plx — vot) exp{i(kz — wt)}. (30)



It is indispensable to highlight that even though (26) is generally a nonlinear stationary
Schrodinger equation, due to an arbitrary function U(p) = U(|¥(z,t)|*) in the equation. Neverthe-
less, it still describes a type of stationary state within the configurational T-space, representing a

nonlinear eigenvalue problem.

Apply changing variable 7 = x — vgt:

0 d d d
ot )= (o =il ) (ote = )] = —w o p(r).
0 d d d
—p(z,t) = [ —[x —vot] | [ —plz —vot) | = —p(7).
gertant) = (gole =) (oot — ) ) = ()
With the assumptions and derivations of (23) and (25), we can decompose (22) term-by-term:

0 0
(1) 0w, ) = —pla,t) 500 =0,

oot rpant) = o (<t p() ) = =L o(r)
2 [co(t) —/%U(ZE t) d:z] agp(as t)=2 {co /—vo dz} —p(T) = QCO%p(T),
ol ) U ([ ) + 20 (¥, D) - pla. 1) = p(r) U () + 20 () e p(),

o3 d3
$P($ t) = 77 ——p(7).

Groups the first two non-zero terms together and applies (27), (22) changes to:

d d d 3
2E—p— [ 2U— —U ———p=0. 31
dTp ( d7p+pdT ) * 4m? d7'3p (31)

5.2 Quadratic Nonlinear Potential
If we assume function U as follows:

U([9*) = U(p) = gop”, (32)

with qo, 8 € R; (31) becomes a stationary modified KdVE:

d d d K
2E~—p— (2U=p+ p—U =0
ar” ( " TP )+ am2 drs”
d d d K
2E~—p — (200" —=p+ p— (q0p”) | + ——p =0
= 2E—p ( G0p” P+ p=— (q0p )) + gl

d 5d L d R d?
= 2F—p— ( 2¢0p" — =0
pl < q0p” 7P+ Bao pp®~ d p) t g5l

d d h? d?
2F— 2 — =0. 33
= 2E—p— (5 + )qopdp+42d3p (33)
When taking § = 1, (33) simplifies to a cubic nonlinearity:

d d R
2E——p = 3op—p+ 5P =0, (34)

10



which is analogous to the standard KdVE:

3

0 9]
pr + EUm—U + Hot = 0, (35)

where € and p are some arbitrary constants. More specifically, (34) has the form of the KAVE for
wave solution with stationary profile. This implies that the potential term U(p), defined in (32),

introduces a nonlinearity of arbitrary order 3 to the system. Thus —(8 + 2)gop” pl generalizes
T

the classical cubic nonlinearity of the KAVE to higher-order nonlinearities, depending on [, which
2 d3

describes the steepening or narrowing of the wave. Additionally, the term ﬁﬁp governs the
m? dt

wave’s dispersion, where different wave components travel at vary velocities, causing the wave to

spread over time. Since the last two terms of (34) correspond to the same characteristics as the last

two terms of (35), we can conclude that the remaining term 2F oty represents the time evolution
T

of the wave propagating in one direction.

Furthermore, (34) can, under certain conditions, produce both periodic (cnoidal waves) [22]
and localized [12, 23] solutions. In order to obtain these types of solutions, the nonlinear and disper-
sive effects are perfectly balanced, meaning that the rate of wave steepening due to nonlinearity is
exactly countered by the spreading effect of dispersion. This balance allows the wave to propagate
without changing shape.

5.2.1 Periodic Solution (Cnoidal Waves)

Cnoidal waves are characterized by their oscillatory, periodic nature and are often expressed in
terms of Jacobi elliptic functions (sn(u, k), cn(u, k), dn(u, k)). The general form of a cnoidal wave
solution is:

p(7) = Alen(Br, k)],
where A, B are some constants. The parameter k is the elliptic modulus (or modulus parameter)
of the Jacobi elliptic functions, 0 < k£ < 1:

- k =0, the cnoidal wave becomes purely sinusoidal (a simple periodic wave).

k — 0, the solution becomes a sinusoidal wave (a simple harmonic wave).

k — 1, the solution becomes more “sharply peaked” and resembles a train of solitons with
flat regions in between.

k =1, the cnoidal wave reduces to a solitary wave (soliton).

Cnoidal wave solutions from (34) arise when the system has periodic boundary conditions.
Nevertheless, we are not interested in this case so we will not discover more about it. If you want
to discover more about this type of solution and its application, please refer to [22].

5.2.2 Localized Solution
The localized solutions of this equation correspond to solitons, which are stable, solitary waves
with a fixed shape. The general well-known soliton solution for the standard KdVE is of the form:

p(7) = Alsech(B)],
where A, B are some constants.
Localized solution arises when the boundary conditions require the wave to decay to zero.

These solutions are localized pulses that maintain their shape during propagation and do not re-
peat.

11



5.2.3 Conclusion
Since p = |¥|?, implies that p is a non-negative function. Notably, if p is a localized solution
of (34), then p'/? also serves as a localized solution of (26).

Now substitute (32) with 8 = 1, into the NLSE (14) to obtain the cubic NSLE:

0 R 02
U=—-"—U V2w,
iho 5 D2 + mqo|¥| (36)

With the same physical assumption (23), hence |¥|? is a soliton solution of the following KdVE
deriving from (34):
d d n? d
2k =
dp 3qopdp+4 2 g8l = 0
d R d
= 2|E|—p—3 — ———p =0
| |d7p |qo|pd7_p+ am? drs”
2|E| d d R
4|qo|m? dars?
2|E| 0 0 o+ oot
~ golvo at” Mo’ 4|go|m? 03"~

(37)

with vg # 0. For F and ¢y, we take the absolute value here because for different solutions will
acquire different conditions for E and ¢o (they can be negative). However, in the context of the
equation, only their magnitudes are physically meaningful, so we need the absolute values on them.

The reason for this transformation is that we aim to rewrite the equation in a form resem-
bling the KAVE by balancing nonlinear term and dispersive term. This balance is central to the
behavior of solitons and wave-like solutions, which the KdVE is known to describe. Thus, rewriting
in terms of ¢ and = makes it possible to recognize and analyze the wave solution, unlike (34) just
describes a wave in a co-moving frame in general.

We can find the localized solutions of (34) by applying the Inverse Scattering Transform (IST)
method (presented in [12]). In the next subsections, we will consider two different boundary condi-
tions to acquire distinguished solitary wave solutions.

5.3 Bright Solitary Wave Solution
A bright soliton occurs when the solution represents a localized wave with a peak or amplitude
higher than the surrounding medium (i.e., a "bump” or "pulse”). These solitons are typically found
in media where the nonlinearity is attractive, leading to the self-focusing of the wave.

A bright soliton is localized and confined, meaning the wave amplitude tends to zero far from
the soliton’s center. Thus p satisfies the following boundary conditions in the 7-space:

lim p(7) =0. (38)

T—+00

This ensures the soliton is localized, with no influence at infinity. Provided that ¢y < 0 and E < 0.
The solution of (34) has the following form:

p(x —vot) = 2||q_f|| [sech (mTM(:c — vmﬁ))] : (39)

12



Correspondingly, by virtue of (30), the envelope solition of the cubic NLSE (36) is as follows:

Wz, t) = (%)  ech (mTzlE'(x - Ws)) exp {% (W _ (E + %3> t) } o (40)

Solutions (39) and (40) are interconnected, which describe standard KdVE soliton and NLSE en-
velop soliton respectively. Note that:

1/2 m
Vv p(r — vot) = (M> sech <T2|E‘(a: — vot)> , (41)

’CIO’

is a solution of (26), where (26) is the nonlinear-stationary-state equation for functional U of p,
namely U(p) = qop. This shows how the soliton solution of the KAVE directly translates to the

h 2|F
envelope of the soliton in the NLSE. Moreover, let A = ——— p,, = M and they satisfy the
m+/2|E]| |90]
following property:
h2
A?p,, = —— = constant. (42)
m?{qol

This reflects the scaling properties of the soliton:

- A represents the characteristic length scale of the soliton, related to how quickly the soliton
decays away from its center. A smaller value of A corresponds to a narrower, more localized
soliton.

- pm is the maximum density of the soliton. Higher p,, corresponds to a soliton with a larger
peak density.

For vy = 0, (40) becomes a nonlinear localized stationary state of the cubic NLSE (36) with
qo < 0 and E < 0. This solution describes a static bright soliton.

Furthermore, for 0 < § < oo, the general solutions of (33) and (36) respectively are:
(1+B)IE]

2/B
m+/2|F]|
|q0| ech (T(Zﬁ - Uot))] N (43)

U(at) = (W) e [sech (WTM@; _ vot))] " exp {% [vox - (E + %3> t] } |

p(x — vt) =

|CJ0|

To explore the bright soliton-like solutions for various values of £ in the context of the modified
NLSE and the modified KdVE please refer to Tables I (§ < 1) and II (8 > 1) in reference [7].
Some of these values correspond to typical cases relevant for the several scientific and technological
applications.

5.4 Visualization of Bright Soliton
We will provide the graphs about bright soliton in terms of real part of ¥ and p respectively.

(i) Figure 1, 2: v9 =50, F = —10,q0 = —5,m = 1 and h = 5:
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Plot of Re(¥(x,t = 0))

Plot of p(x,t = 0))
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Figure 1: The real part of W. Figure 2: The envelope p.
p

(i) Figure 3,4: vy = 20, E = —10,qy = —5,m = 1 and h = 5. If we decrease vy, we expect that
the oscillation of the real part of ¥ decreases:

Plot of Re(¥(x,t = 0)) Plot of p(x,t = 0))
2 T . i . T 4 : VAl T
I /0
1.5 “‘ “‘ 35 / \
n [
1 ] 3 /
NN B
= 057 [ f‘ \ [ 25

Re(T(x,t

o

(\‘ -
<

p(x,t=0)

oo
T
[—

\ 05 J \\*
2 0 ‘ : ‘ ‘
5 4 3 2 1 0 1 2 3 4 5 -5 -4 -3 -2 -1 0 1 2 3 4 5
Figure 3: The real part of ¥ with . Figure 4: The envelope p.

(iii) Figure 5, 6: vg = 50, F = —10,q9 = —5,m = 1 and h = 2. If we adjust A, we can control
1
the width of the soliton — without effecting the peak of the soliton p,, as we showed above. Since

the width of p is more narrow as h decreases, as the consequence, the real part of the wave ¥ is
being compressed:
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Plot of Re(¥(x,t = 0)) Plot of p(x,t = 0))
T T T T T T ™ T

2 ” 4 7
11 M
o ‘H H U‘ ] 38y M
1 \‘\ HH \'\ 3r [
I ||
~ 05} | \ 5
e e"\‘\H‘ ‘HM = |
£ o S 2 an
= ST 2 [
& 0.5 UH‘ ‘H‘“ \1.5 “\“ ‘\
il R
1 1k {
Il i
1.5 05
| /A
25 4 3 2 1 (‘) 1 2 3 4 5 0-5 4 3 2 1 0 1‘ 2 3 4 5
X X
Figure 5: The real part of . Figure 6: The envelope p.

5.5 Dark Solitary Wave Solution

A dark soliton arises in systems with repulsive (defocusing) interactions and typically corre-
spond to phase shifts in the wave, where the amplitude goes to zero at some point but remains
nonzero elsewhere.

We will consider the cases for which

lim p(7) = po > 0,

T+00
and we express p as:
p(T) = po + p1(7). (45)
Hence, (34) changes to:
d d &3
A TR =L
d d &3
= 2E-p1 — 3q0(po + ;01)%/?1 t g =0
d d n* &
2F — = 3qopi—pr + ———p =
= ( 3dopo) —p1 = 3dopr——p1+ 15—
d d n? a3
2F—p1 — 3 — ———p1 =0 46
= L P1 = 9%oP1 P + 2 43" ; (46)
3
where Fy = F — 5%000- Now we assume the following boundary conditions for p;:
lim py(7) = 0. (47)
We will compute the derivatives of y/p(7) based on the assumption (45):
d 1 1 d
- S —-1/2 2
& o) = 2oL ()
4 1 s [ d | 4
e _ 1 —32 [ & L —1/2 47 4
VI = =1 (o)) 4 S ), (48)

For the convenience and simplicity of derivations and equations, the following notation will be
interchanged:

d ,
@) = [,
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Thus, substitute (32) with g = 1, (45) and (48) into (26), we can derive:

2m? dr?
hz 12d2 1/2
= —Q—Trﬁpf/ﬁp/ +alpo+p)=FE

h? 1/ p\> 1p!
= Sl (3 U I 1 +p1)=E.
2m? [ 4 (p 2 p Dlpo+p1)

Now apply the boundaries assumption (47) and F is simplified as:

E = qopo, (49)
and the result from that is: )
Ey = —5%0P0- (50)

If we look for solutions corresponding to p;(7) > 0 V¥, there is no soliton solutions can be found.
However, soliton solutions exist when

Q@ >0=E <0, (51)

which corresponds to p;(7) < 0 V7. Notice that, in fact (49), (48) and (51) are completely consistent.
Furthermore, we want p(z) to be non-negative which provided that

po > |pi(7)| Vr.

Thus the dark solitons are possible to obtain. Consequently, solving (46) for p; with (45) implies
the following soliton solution for p:

J— 2
p(x — vot) = po {tanh (m 7;]000 (x — vmﬁ))} . (52)
Correspondingly, according to (30), the envelop soliton of the cubic NLSE (36) is:

fanh <m\/m(x - vot)) exp {% {W _ <q0po 4 %3) t] } L3

h
and p,, = —pp are soliton’s width and soliton’s minimum

U(z,t) =+/po

h

m/qo0pP0
amplitude respectively. They still satisfy the property such that is similar to (42):

Note that in this case, A =

2

h
A? | p,| = T = constant. (54)

For vy = 0, (40) becomes a nonlinear localized stationary state of the cubic NLSE (36) with ¢y > 0
and E; = qopo > 0.

We would like to emphasize that all the solitary waves found, in this section, for the cubic
NLSE (36) have an amplitude p,, is independent of the soliton velocity vy.

5.6 Visualization of Dark Soliton
As similar for the bright soliton, the dark soliton also is visualized in terms of real part of W
and p respectively.
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(i) Figure 7, 8: vg = 50,90 = 10, p0 = 2,m =1 and h = 5:

Plot of Re(¥(x,t = 0)) Plot of p(x,t = 0))
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Figure 7: The real part of . Figure 8: The envelope p.

(ii) Figure 9, 10: vo = 20,90 = 10, p0 = 2,m = 1 and h = 5. If we decrease vy, the real part of
U oscillates slower:

Plot of Re(¥(x,t = 0))

Plot of p(x,t = 0))
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Figure 9: The real part of . Figure 10: The envelope p.

(iii) Figure 11, 12: vy = 50,90 = 50,p9 = 2,m = 1 and h = 5. We want to narrow down the
width of the envelope soliton without varying the amplitude, in order to do that, we either increase
qo or decrease h. Here we choose ¢ to adjust:
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Plot of p(x,t = 0))

Plot of Re(¥(x,t = 0))
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Figure 11: The real part of . Figure 12: The envelope p.
5.7 Quartic Nonlinear Potential
Now we assume function U as follows:
U(1¥*) = Ulp) = aop + 01", (55)

where § = 1 with ¢o,¢1 € R. Now substitute (55) into the NLSE (14) to obtain the cubic+quintic
NSLE:

T Lt R AL T (56)
ot 2mOx2 0 o '
Moreover, (31) changes to:
d d d n: d?
2B p— (20Zp+ pt =
ar’ (Ud7p+pdTU)+4m2dT3p 0

= 2Edip - (2(610[) + qpo)ip + pi (q0p + q1p2)) + —zd—gp =0

T dr dr 4m? dr3
= QEC%,O - (Zqop%p + 2q1p2%p + qop%p + 2q1p2% ) + %;‘l—;p =0
= 2Ed%p + %Z—?%p - %Z—?%p - (3qop%p+ 4qlp2%p) + 4h—n;dd—;p =0
= 2 (E + %Z—?) diTp — <4q1,02 + 3qop + %Z—?) diT'O + %dd—;p =0
=2 (E+%Z_§> d%_p—élql <p2+%%p+ 634%) %p 4h—7;dd—;p:0

d 3g0\° d R 3
= 2F—p—4 =) — ———p=0 57
2qrF TR0 <p+8q1) d7p+4m2d73p ’ (57)
9 2
where EQ—E—{—B—QZ—?.

5.8 Bright Solitary Wave Solution

Notice that the boundaries condition for the bright solution is:

lim p(7) =0.

T—+00
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However, this physical assumption is unsuitable in order to obtain the solution from (57). To be
more concrete, bright soliton requires a precise balance between dispersive spreading and focusing
nonlinearity. In a system with quadratic nonlinearity, this balance can create a localized wave
packet with finite energy. Higher-order (quartic) nonlinearities do not generally offer the same
balance conditions necessary for bright solitons. Instead, they often create instability or a lack
of localization in the absence of quadratic nonlinearity. In general, bright soliton needs a strong
focusing force to rise above a zero background, which only quadratic nonlinearity can provide.
Unlike dark and gray solitons, they represent dips (or phase shifts) in a non-zero background.
Quartic nonlinearity can support these dips since it allows for a defocusing effect on a non-zero
background, compatible with dark and gray solitons (will be shown later). In conclusion, it is
impossible to have bright soliton with the quartic nonlinearity potential.

5.9 Dark Solitary Wave Solution
Since we want to achieve the dark solution, the boundary conditions remain the same as (45)
and (47):

3
where pg = —§@ > (0. Notice that from (26) and apply the same boundaries assumption for dark
a1
solution, we can likewise obtain:
R:d*
e %12 U 1/2 — F 1/2
5z gl Uy P

R, d
= — 550 P50 oo+ o) + alpo+ 1) = B

G IR YA Y
2m2 | 4 \ p 2 p

= E = qopo + 01, (58)

+ qo(po + p1) + qi(po+p)* = E

as we did in Sec. 4.5. Moreover, giving Fy < 0 and ¢; < 0, the solution of (57) is:

3m2 q2
1 — sech =0 (g — vt , 59

3q0
plx —vot) = ———
= o0l) = gy,

and, consequently, we also obtain the solution for (56):

2 2 12 : 2
U(x,t) = % [1 — sech ( ?é%%(x - vmﬁ))] exp {% {vox - (qopo + g5 + %0) t} } :
(60)
For A = 8_712@’ Pm = 5o and they satisfy the similar property:
3m? qg 8la]
2 h’
A%|pm| = —— = constant. (61)

m?|qol

5.10 Visualization of Dark Soliton
Since this is still a dark soliton, we will provide the graphs for the real part of the wave and
the envelope soliton:

(i) Figure 13, 14: vy = 50,99 = 20,¢q; = —=5,m =1 and h = 5:
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Plot of Re(¥(x,t = 0))
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Figure 13: The real part of .

(ii) Figure 15, 16: vy = 20, gy = 20, ¢,
vo decreases:

Plot of Re(¥(x,t = 0))
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Figure 15: The real part of W.

(iii) Figure 17, 18: vy = 50,99 = 20,1
width narrow by deducing h:

Plot of Re(¥(x,t = 0))
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Figure 17: The real part of .

Plot of p(x,t = 0))

pxt=0)
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Figure 14: The envelope p.

= —5,m =1 and h = 5. The wave propagates slower as

Plot of p(x,t = 0))

-0)

p(x;t

05

Figure 16: The envelope p.

= —5,m = 1 and h = 2. Now making the soliton’s

Plot of p(x,t = 0))

-0)

p(x;t

05

Figure 18: The envelope p.
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6 Motion With Stationary-Profile Current Velocity
6.1 Formulation of The Problem

In this section, we will assume both p and v are functions of the combined variable £ =  — ugt
where uy € R:

p(x,t) = p(§) = po + p1(8), (62)
U(l'7 t) = U(S) =1 + ,Ul(g)a (63)
where vy represents an arbitrary constant current velocity associated with the Madelung’s fluid

background motion, as explained in Sec. 5, while v1(§) is a large perturbation in the current
velocity.

With those assumptions, (15) changes to:
d d
d_g[/)(f)“(f)] = Uod—f

The integrand of (64) is easily to be evaluated:

/5[ &% = /W%
= p(§v(§) = uop(&) + Ao

= (&) =vg+v1(§) = uo +

p(E).- (64)

Ao
p(&)’
where Ag is an arbitrary constant. Notice that we still assume the arbitrary function cy(t) appearing

n (19) (due to the integration of (16) with respect to ) to be a constant ¢y and it contributes to
the energy conservation.

(65)

Apply the new assumptions of p and v on (22), first we apply change of variable into £ = x—uyt:

h2
— pOyv + vOp + 2 {co — /&tv dx} Opp — (p0,U +2U0,p) + )
m

d d d d d h &3
= o (uggr) -~ (soggr) 2o [uoggr ae] Geo = (gt +2050) + G fean =0

d d d d d h? d3
éuopdév—uovd—gp—l—Q[co—i-uov] dﬁp_< d§U+2Ud§ ) - 20%3,0*0
d d d d d n? d?
= qud—év—i‘QCo SP+UQUd—§p— d§U+2 g + —Qd—ggp: 0

Now for the first term of the above expression, we apply (64) and we get:

U, dv—u d u—}—é
Opdf 0pd§ 0 P
d _
ZAouopd—fp

Ay d
—uy——p

pde”



substitute it back in, we obtain:

d 5 d d d d d h* a3
— UV — =0+ 29— allp S = =
uovd€p+u0d5p+ cod€p+uovd€p ( d€U+2Ud§ )+4m2d§3p 0
d d d R
= (260 —I—'LL(Q))d—gp— <2Ud_§p+pd_§U> + —Qd—ggp = 0, (66)

which is very similar to (31).

6.2 Quadratic Nonlinear Potential
Suppose U has the form (32) with 5 =1, (65) becomes:

d d d R B
p N, (U U)+——p=
(00+uo)d€p ( d£p+pd§ )+ Jm? 4é”
R B

d d d
9 —
= (2¢o + uo)Eﬂ - (2QOPd§P + pd§ (CJOP)> i3 m2 d€3p 0

:>(2c+u2)i — (2 d + 4 4+ hz & —0
0 0) geP = \ 2P ggp + dopger | + g

d d h? d3
= (200+u0)d§p 3q0pd§p+ 2d§3p:0, (67)

which has the same form as the modified KAdVE (34).

6.3 Gray Solitary Wave Solution

Gray solitons can form in systems with defocusing nonlinearity, where the wave’s dispersion
balances against repulsive nonlinear effects. They occur when the wave propagates on a nonzero
background field, allowing for a localized dip in amplitude without the wave dropping to zero.
Gray solitons require a non-constant velocity, with the depth of the dip decreasing as the velocity
increases.

Observe that boundary conditions similar to those in (38) cannot be applied because of the
restrictions imposed by (64). In fact, under that assumption, v diverges when £ — £oo. Therefore,
in order to obtain this specific solution, we will impose the following boundary conditions:

L p(§) = po, (68)
where pg is a positive constant and
lim v(§) = vo. (69)
E—*too

Consequently, (65) is continuous with the boundary conditions, we obtain:
Ao = —po(uo — ’U()). (70)

Since the assumption for p; remains the same, the derivation for £ = qypg is exactly the same as
(49). Moreover, with the expression of p as:

p(§) = po + p1(§), (71)
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replace it into (67), we get:

2 13
hzjg:%p_o
&3
2d£3p1
h d3
am2 dgs™

d
(2¢o + “0)

dgp 3qop—; d€ p+

d
= (20 + U%)d_gﬂl — 3q0(po + p1)—=p1 +

dg

d _ 3 d +

dgm QOP1d§P1
d d h? &3

= 2E:adg — 3qo0p1 d§p1 + 2d§3p1

= (2co + U% — 3q0p0)

0,

1
where F3 = ¢y + —u? —

2 2

h? 1
_ﬁ%a”\/ﬁ: —2/(‘3tv dr —v* —2U + 2¢
1 d? d
= __m2_\/ﬁ_d§2\/ﬁ_2u0/dgv dé —v? —2U + 2¢y
R 1 d? 2
= o VP = 2 = =20 4 20

B2 1 > A Ao\ 2
————\/,BZQUO (UO—F?O)—(UO—F—O) —2U+200

m? \/p d&? P
hQ 1 d2 2 2AOU0 2 2AOU0 AO
_Wﬁd_@\/—_ 0+ - O_T_F_QU—i_QCO
R 1 d? A?
- _ =22 — =8 _ 942
m2 \/ﬁdé-Q\/ﬁ Ug Ug p2 + 2¢o

= 0 =uj — (uo — vo)* — 2qop0 + 2¢o
= —2¢y = u% — ug + 2ugvg — vg — 2qopo
5'0(2) — UpVg.

Additionally, we can rewrite Fs3 as follows:

= Co = qopo t+

2E3 = 200 + U(Q) — 3q0p0
= 2qopo + vg — 2ugvy + ug — 3qopo
= (Uo - Uo)2 — qopPo-

We still want the boundary conditions for p; is the same as for the dark solution:

Jm p1(§) =0,

—qopo- Now we will derive the formula for ¢, starting with (18):

(73)

(74)

(75)

provided from (68) and (71). In order to find the gray solution, we will consider two cases p; > 0

and p; < 0 like we did for the dark solution.

For p; > 0, (72) would have a solution for

q0<07
E5 < 0.
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However, with (74) we get:
2B3 = (ug — v0)* + o[ po > 0,

which contradicts (77). Thus, there is no solution for the case p; > 0.

Now consider p; < 0, the solution for (72) will require:

qo > O) (78)
By <0, (79)

provided that the condition |p1(§)| < po V€ is satisfied. Consequently,
(o — v0)* < Gopo, (80)

which is equivalent with:
Vo — v/Qopo < ug < vg + /qopo- (81)

With all assumptions, we can obtain the solution of (71):

pi(§) = o0~ (10 = %)* lsech (m\/c_mpo G UO)Q&)] ) (82)

qo h

and therefore, the solution p for (26) is:

- 2
A2
p(z —ugt) = po |1 — A? |sech (%(m - uot))]

=po |1 — A :sech <M(x — uot))] 2] , (83)

where )
A2 — qopPo — (Uo - Uo)
dopPo

Notice that if A? < 1 implies that —1 < A < 1. Moreover, with the assumption |p;| < po leads
to (80). Thus, there is no contradictions to (84), which proves the consistency of those above

> 0. (84)

conditions. Furthermore, we have A = and p,, = poA?, the soliton’s property still

holds:

h
m’A|\/QOpO

2

I
A?|ppm| = —— = constant. (85)
m?|qol

With the form of (65) and the results of (70) and (82), we can determine the velocity function
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v; as follows:

Vo +U1<§) = Ug -+ %
Ay
:>U1(§):U0—U0+ = - o
oo |1 = 42 |sech (mlA\h\/qopo£>
- —Po(uo - Uo) -

:>U1(£):U0—'U0+ = =

- A - 2
po |1 — A% [sech (% Mg)

1
—— 12
1— A2 {sech (@f)}

0= 00 st (P )]

o (R )

= v1(§) = (uo — o) |1 -

= vy (z — upt) = —

(86)

We will now construct the solution for W in the form of (2), along with the relation between v and
S as defined in (3). This can be expressed as:

1 /0 d
et () = - (sl )+ 506, &7
where S(x,t) has been split into two components:

S(xat) :SO(:Cat)—i_Sl(f)a (88)
where Sp(x,t) is the “background” phase and S;(€) is the “perturbated” phase. From (87), it is
clear to see that vy = ——95p and v; = ——951, we can integrate them with respect to z and &

m Ox m d§
respectively, therefore:
2
So(z,t) = mugx —m (qopo + U—20> t, (89)

where E = qppo since the boundary conditions for p are the same as the dark soliton, and

Ah(ug — vp) tanh <M@ - umﬁ))] . (90)

Si(z —ugt) = C —
R [Alv/ (T = A2) om0

arctan {

VA2

where C' is an arbitrary constant.

In conclusion, the solution for the cubic NLSE is:

U(x,t) =/ plx — upt) exp {%S(m,t)} : (91)

where p(x — upt) is (83) and S(x,t) is the sum of (89) and (90).
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Note that for uy — vy # 0, this solution represents the gray envelope soliton (i.e. the minimum
amplitude does not reach zero at both end sides) with —1 < A < 1. However, when ug — vy = 0
implies that A = +1 and Ay = 0. Consequently, it can be observed from (65), v(£) is identical
to vy and v1(&) vanishes. Therefore, this will become the exact dark solution that we have shown
in Sec. 5.5. Thus, basically, gray soliton is the extended version of dark soliton by means of the
non-homogeneity of the current velocity v(€).

6.4 Visualization of Gray Soliton

Besides the real part of U and p are being provided; due to the complexity of v and S by
adding a non-homogeneous term, there will be two more additional graphs, namely v; and S; to
demonstrate gray soliton.

(i) Figure 19, 20, 21, 22: uy = 7,v9 = 10,q9 = 20,p0 = 5,m = 1 and h = 5:
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Figure 19: The real part of . Figure 20: The envelope p.
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Figure 21: The velocity v;. Figure 22: The phase Sj.

26



(ii) Figure 23, 24, 25, 26: ug = 15,v9 = 10,90 = 20,po = 5,m = 1 and h = 5. Now consider
ug > vy, which means the soliton travels faster than the phase propagates:

25 T

Plot of Re(¥(x,t = 0)) Plot of p(x,t = 0))
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Figure 23: The real part of W. Figure 24: The envelope p.

Plot of v1(x,t =0)) Plot of S1(x,t =0))
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Figure 25: The velocity v;. Figure 26: The phase Sj.

(iii) Figure 27, 28, 29, 30: up = 15,99 = 10,90 = 20,p9 = 5,m = 1 and h = 2. With the
same parameters like in (ii), now we compress the wave solution by making A smaller:
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Plot of Re(¥(x,t = 0)) Plot of p(x,t = 0))
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Figure 29: The velocity v;. Figure 30: The phase S;.

6.5 Quartic Nonlinear Potential
Now consider U with exact same form as (55) and substitute it into (66):

d d d R 3
2 HN—p—(2U U =0
(cﬁ%)dgp ( praeT: >+ T gga”

d h? d?
= (2co + ug) dép_ < Qp + @p° d£P+Pd§(QOP+Q1P )) + _Qd_é-gp:o
= (2¢o + 2 +2 d + d + d —i— hz & =0
d h? d3
(200+u0 <3qopd€p+4q1p df ) —|—Wd—§3p20

9¢2d 9q¢d d ,d n o
0=, 207, - 4 - —
(260+u0)d§ p+ iE” " 164 " 3qopd§p+ Bl + a2’ = 0

16 g
0@\ d K &
= (200+u0+——) dfp_ (4q1,0 +3qu+——> +4_7712d_€3p:0

dg
3 R
= 2E4j€,0— 4 (P+ —@)

e i ge? =Y

28



1 9 ¢ 3
where Fy = ¢g + §u3 + 3—2q—0 and py = —§@ - which akin to the dark soliton’s quartic nonlinear
q1 q1

potential scenario. Now we will derive the formula for ¢y, starting with (18) and (65) as we did in
Sec. 6.3:

R 1
— ——0u/p=-2 [ O dx — v? —2U + 2¢
m2./p
R 1 d? d
I ) —v dé —v?—2U +2
> = | g de 2 2
R 1 d?
= _W%d_f’?\/ﬁ:2uov_02_2(]+260
o1 0 ’
7w ypag Y’ (e 0) = (e ) 20
hQ 1 d2 2 2AOU0 2 2AOU0 AO
———/p= — —uy——— — — —2 2
T T pag VP TR T, T Wt
21 P , A2
- =u; — — — 2U 4 2¢p.
m2\/ﬁd§2\/ﬁ Ug e + 2¢

Apply the boundary conditions (68) and (69), we continue deriving:
0 = ug — (uo — vo)* = 2qopo — 2q1 95 + 2¢o
= —2¢y = ug — ug + 2ugug — vg — 2qopo — 2q1,0(2)

1
= cp = 51}8 — UpVy + Gopo + %Pg

1 15 ¢2
= Cy = 51}8 — UgVg — 6_4q_0 (93)
1

Additionally, we can rewrite F, as follows:

9 ¢?
2F, = 2c+ u2 4+ ——2
4 0 Yo 16 1
15¢q 9 ¢?
2 0 2 0
= v — 2UgUg — =~ + Uy +
Uy UgUp 2 ug 64
3¢
2 0
. 94
(up — vg)~ + B (94)

This is consistent with [5] where they derived this formula using a different strategy and solved for
the solution.

6.6 Gray Solitary Wave Solution
As mentioned before, in order to obtain the gray solution, we need p; < 0, the boundary
conditions must be unchanged as in (68) and (69). Moreover, for (68), we have:

li =
Jm o) = po.
3
where py = _§@ > 0, provided that:
a1
4o > 07
g1 < 0.
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Since the assumption for p; remains the same, the derivation for E = qopy + q1p3 is exactly the
same as (58). Again assume E, < 0 implies that |p;(§)]| < po V€. As the result:

3 ¢
Z )2 < 240
(4o = o) ~ 64 g
= (u —v)2<i—8
’ ’ _32‘%‘
3 @ 3 @
=V =4/ =— U <0 —
’ 2)q| = 32 |q1
do 3 do 3
= vy — — <ug <vyg+ —4—, 95
a2 T T 4\ 2a] 93)

must be satisfied to obtain the solution. Thus the soliton solution for (92) is:

3 qo 9.g5 3 (uo—wp)? 2m | 3q3
—unt) =2 )220 A YV sech i — — vy)? —upt) | . (96
p(l’ Ug ) ] |q1’ 64 q% 2 ‘q1| sec 3 32|q1| (UO UO) (33 Uo ) ( )

From (65) and (70), we can obtain the solution v:

Ao
U0+U1(S)ZU0+T£) )
ST 3 % 9q5 3 (uo — o) 02m 3q?
R e P
3
R 3 qo 9 ¢ 3(up—o)? 8q;m 3¢
TR R (e e

9 ¢2 3 (up—vp)? 2m | 3¢
_ Zd 2o %) o 2 [ 290 )2 — unt
(Uo 1}0)\/64 q% 5 ’q1| sSecC h 32‘q1‘ (uo ’UQ) (iL‘ Uo )
. (97)

=>Ul(5):_
3 qo 9 q5 3 (up—vp)? 2m | 3q;
e — = — ————Fsech | | —4| === — (up —v9)? | (x — upt
Sl \/64q% > [l h\ B2l (0T LTl

Therefore, the background and perturbated phases, after taking the anti-derivative of vg and v,

accordingly, are:

02
So(z,t) = mugr —m (%Po + qipg + EO) t, (98)

where F = qopo + q1p? since the boundary conditions for p are the same as the dark soliton, and

Si(z — ugt) = C — sign(ug — vp) B arctan [D tanh <<%\/3§ﬁ§1| — (up — vo)?) (z — Uot)>] ,
(99)
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where C' is an arbitrary constant and

B =2m i‘1—3+(u — )2 (100)
32 ¢ " v
and
3q _ [9a _3(u— )
8 |q 64q> 2 |q
_ 1] i 1] (101)
|ug — vo 5
) — 2
2|

In conclusion, the solution for the cubic+quintic NLSE is:

U(z,t) = \/p(x — ugt) exp {%S(z,t)} : (102)

where p(z — ugt) is (96) and S(x,t) is the sum of (98) and (98). Once again, when uy # vy, it
represents the gray soliton. On the other hand, when uy = vy, the solution simplifies to dark
soliton as we expected. For more various interesting types of soliton such as up-shifted soliton,

upper-shifted soliton, etc. please refer to [5].

6.7 Visualization of Gray Soliton
The four main graphs Re(V), p,v; and S; are provided to demonstrate the gray soliton.

(i) Figure 31, 32, 33, 34: ug = 8,v9 = 10,q9 = 40,¢; = —3,m =1 and h = 5:
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Figure 31: The real part of W. Figure 32: The envelope p.
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0)

vy (%t

(i) Figure 35, 36, 37, 38: ug = 14,v9 = 10, g9 = 40,¢q; = —3,m = 1 and A = 5. This time we let
the soliton wave propagate faster the phase changes:
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Figure 33: The velocity v;.
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Figure 37: The velocity v;.
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Figure 34: The phase S;.
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Figure 36: The envelope p.
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(iii) Figure 39, 40, 41, 42: uy = 14,v9 = 10,9 = 40,¢q1 = —3,m = 1 and h = 2. Now squeezing

the width of soliton to compress the wave by making h smaller:

Plot of Re(¥(x,t = 0))

Plot of p(x,t = 0))
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Plot of v1(x,t =0)) Plot of S1(x,t =0))
0 N T — S T
\
qL \ / 4t \
|
| 3r |
2r | [ \
| ok {
|| \
,37 |
s | | s 'f ‘\
[ | [ \‘
o Il 20 |
~ sl || @ r \
| | |
|| 25 \
M ||
| \
7t | ar \
V \
\
-8 - 5
-5 4 3 2 1 0 1 2 3 4 5 5 4 3 2 1 0 1 2 3 4 5
X X

Figure 41: The velocity v;. Figure 42: The phase Sj.

7 Conclusion

This paper has demonstrated a correspondence between soliton-like solutions and envelope
soliton-like solutions within broad families of the modified KAVE and modified NLSE, respectively.
This connection is established through the framework of Madelung’s fluid, which serves as the fluid
dynamic counterpart to the NLSE. We have examined both the case of a constant current velocity
(v(€) = vy), and the case involving a perturbation with an arbitrarily large amplitude and a sta-
tionary profile (v(§) = vy + v1(€)). Under appropriate constraints, this framework yields specific
solutions (bright and dark/gray envelop solitary solutions) for a wide family of NLSE, derived from
the known soliton solutions of the corresponding KAVE. In both scenarios, the coupled motion and
continuity equations (Madelung’s fluid system, which is equivalent to NLSE) can be transformed
into a suitable KAVE for stationary-profile waves. Additionally, regarding the visualization of enve-
lope solitons, it is important to note that if we account m and fix the Planck’s constant A, adjusting
the soliton’s width without affecting its amplitude becomes nearly impossible.

While we have derived a range of solutions under specific assumptions, it is important to
acknowledge that many of these assumptions are necessary to achieve these “ideal” solutions. One
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of natural extensions to this work would be to explore cases where the current velocity v(z,t)
changes over time ¢ independently with space x. Introducing this physical assumption would signif-
icantly enhance the framework of the Madelung’s fluid picture, allowing it to capture the dynamic,
time-evolving behavior of coherent nonlinear structures more accurately. It is possible to investigate
of the existence of such solutions. Alternatively, what if we consider non-stationary-profile solutions
(multi-solitary solutions) in the standard theory of KAVE (e.g by the inverse scattering method
or by the Hirota’s method [1]). By allowance of a more general dependence between the density p
and the current velocity v (while still satisfying the Madelung’s fluid system) and by defining the
explicit form of the nonlinear potential functional U(p), it is conceivable that multi-soliton solutions
could also be found for the Madelung’s fluid.

These analysis has implications for the understanding of quantum fluids, nonlinear wave prop-
agation, and soliton dynamics across various physical contexts. This study helps explain how
solitary waves, which play an essential role in fields like fluid dynamics and plasma physics, can
emerge from quantum mechanical descriptions and connect to classical wave phenomena. Addi-
tionally, the Madelung’s fluid framework offers a unique perspective for further exploration, such as
investigating the stability of solutions [21], and examining de Broglie matter waves in their normal
modes [11]. These avenues not only deepen the theoretical understanding of soliton behavior but
also bond the connection between quantum mechanics and classical wave theory, enhancing our
ability to model and predict complex wave dynamics in practical applications.
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